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Abstract 

We examine a hierarchy formed by a principal, a supervisor and an agent, wherein 
the supervisor and the agent can collude. We consider a case where collusion-free 
supervisors are not available. We demonstrate first that it is easy for the principal to 
deter  collusion by introducing a second supervisor and designing a mechanism similar 
to the prisoner 's  dilemma so that the two supervisors control each other. Since it 
could prove too costly for the principal to send two supervisors, a new question 
arises: whether it would be possible to deter collusion by sending the second 
supervisor with a probability less than one. We find that under reasonable assump- 
tions on the size of rewards and punishments, the principal can prevent collusion 
only by 'creating'  a new type of supervisor through sometimes informing the second 
supervisor of his position. 

Keywords: Collusion; Hierarchies; Monitoring; Auditing 
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1. Introduction 

W h o  po l ices  the  po l i ce?  This  ques t ion  has  t r o u b l e d  m e c h a n i s m - d e s i g n e r s  
e v e r  s ince  the  ea r ly  days  o f  the  R o m a n  E m p i r e .  T h e  p r o b l e m  wi th  e n d o w i n g  
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certain people with the power to impose penalties on others is that they 
might use this power for a purpose other than the intended one. If they are 
self-interested (as economic agents are assumed to be), they will use their 
privileged status for their own benefit, which may differ from that of the 
mechanism-designer. 
Many instances of this kind of behavior have been recorded: corruption of 
fire, health and custom inspectors; police officers, tax auditors, and reg- 
ulators being bribed or 'captured'. Despite the commonplace occurrence of 
bribery, economic theory has not been particularly concerned with it. The 
literature on contract theory has considered the use of supervisors or 
auditors in incentive schemes, but it has generally assumed that they are 
simple monitoring devices. That is, these agents are not strategic, but act in 
the principal's interest; they are a kind of 'third arm' for the principal. 

This approach overlooks an important aspect of the design of mechanisms 
which do use supervisors. Whenever supervisors can manipulate evidence 
and affect payments to third parties, they will do so in their interests. This 
strategic behavior constrains the set of incentive compatible mechanisms 
available to the designer. In this paper we explore some strategies to deal 
with self-interested supervisors. 

Three kinds of problems may arise from the divergence between the goals 
of the principal and those of the supervisor. (1) If the supervisor needs to 
spend (unwanted) effort to find out compensation-relevant information 
about the agent, he may shirk and report inaccurately. (2) If the supervisor 
and the agent can jointly manipulate compensation-relevant information and 
can write self-enforcing side-contracts, they may manipulate their infor- 
mation to play cooperatively against the principal. (3) If the supervisor can 
manipulate, by himself, compensation-relevant information about the agent, 
he may frame and blackmail the agent. 

Baiman et al. (1987) deal with the first problem in an auditing model. It 
seems that the third problem (framing) has yet to be studied by economists. 
Our paper analyzes the problem of side-contracts. 

Our concern is to find a way to prevent collusion in hierarchies of 
self-interested agents and supervisors. The key idea is to use a second 
supervisor to monitor the first one. If the principal decides to use two 
supervisors, the question arises as to who will monitor the second super- 
visor. Collusion deterrence depends on the probability of detection, so if the 
second supervisor is not monitored he will collude and lose all his effective- 
ness for the principal. This reasoning leads inevitably to an infinite regress; 
we need a third supervisor to monitor the second, a fourth to monitor the 
third, and so on. 

We will show that it is possible to design a system of rewards and 
punishments ~ la prisoner's dilemma so that the two supervisors police each 
other. Even though double-checks are a good idea, they are costly. The cost 



F. Kofman, J. Lawarr~e / Journal of Public Economics 59 (1996) 117-136 119 

of sending two supervisors may cause such an arrangement to be sub- 
optimal. We ask, then, whether it is possible to deter collusion by sending 
the second supervisor with probability less than one. 

We conclude that, under reasonable assumptions on the size of rewards 
and punishments, the principal can achieve truthful reporting only by 
'creating' a new type of supervisor. When sending the two supervisors 
sequentially the principal cannot stop collusion if he tells them either always 
or never whether they are the first or the second supervisor. However, by 
sometimes informing the second supervisor of his position and not telling the 
agent whether the second supervisor is informed, he can effectively stop 
collusion. The intuition behind this result is that the second supervisor, 
when informed about his position, will require a bribe unprofitable for the 
uninformed agent to pay, given that a bribe has already been paid to the first 
uninformed supervisor. In other words, the second supervisor will never 
collude when he knows his position and when the first supervisor does not 
know his position. ~ By introducing the imperfect information the principal 
'creates' this new type of supervisor and is able to deter collusion. 

The mechanism we propose is an example of Bayesian Perfect im- 
plementation. That is to say, we trim the set of equilibria of the game 
defined by the principal using the Bayesian Perfect Nash criteria. 

There is a variety of settings in the agency literature wherein the principal 
gains from withholding information from the agent (Maskin and Tirole, 
1990). Our analysis extends this idea to a hierarchical setting where the 
principal garbles his communication with the supervisor as opposed to the 
agent. In contrast to Maskin and Tirole, our principal does not design a 
contract that maximizes ex post information asymmetry between him and 
the agent and preserves his private information. In our framework, the 
principal has no private information; instead, by creating a hidden randomi- 
z a t i o n - w h i c h  does not affect the exogenous parameters of the model- - the  
principal creates the source of his private information. 

Tirole (1986) was the first to study the phenomenon of bribes in a 
hierarchical contract involving a principal, a supervisor and an agent. 
However,  Tirole rules out the possibility of adding a second supervisor. 

In Kofman and Lawarr6e (1993), we derive the optimal contract when 
both an internal and an external auditor are available. However, the 
external auditor never colludes by assumption. We study the effect of 
collusion on the agent's incentives to exert an effort. This paper, however, 
rules out the existence of a collusion-free supervisor and models instead two 
identical supervisors, focusing on cross-checking mechanisms. 

Laffont and Martimort (1994) also investigate the simultaneous use of 
two collusive supervisors. They show that information per se introduces 

i If they both know their position, collusion cannot be prevented. 
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increasing re turns  in the benefits of  side-contract .  By duplicat ing auditors ,  
the  principal  can reduce  their informat ion  and their discretion,  and,  
the re fore ,  improve  expected  welfare.  

Tirole  (1992) surveys the recent  l i terature on collusion in organizat ions.  
T h e  pape r  is organized  as follows. In Section 2 we model  ou r  p rob lem as a 

g a m e  theoret ical  si tuation, discuss reasonable  assumptions  about  the mag-  
n i tude  o f  penalt ies and rewards ,  and we present  a simple, co l lus ion-proof  
mechan i sm.  In  Section 3 we explore the possibility of  sending the second 
supervisor  with a probabi l i ty  less than one  and show that  a simple mode l  
yields counter- intui t ive  results. Section 4 presents  a resolut ion o f  this 
p r o b l e m  and restores our  initial intuition. Finally, Section 5 gathers  our  
conclusions.  

2. Description of the model 

We consider  a vertical s t ructure represented  by a three- layer  hierarchy:  
p r inc ipa l - supe rv i so r - agen t .  The  principal owns a product ive  technology ,  
bu t  lacks the skills or  the t ime necessary to opera te  it and must  hire an agent  
for  tha t  purpose .  2 The  agent  is the product ive  unit. The  principal also lacks 
the  knowledge  to supervise the agent.  He  can hire supervisors whose  only 
role is to audit  the a g e n t )  We assume,  in addit ion,  that  supervising does not  
requi re  any effort  f rom the supervisors (this avoids the mora l  hazard  
p rob lem)  but  is costly to the principal:  its cost is equal to the reservat ion 
wage  of  the supervisors (W). All players are risk neutral .  

T h e  agent ' s  ability to pe r fo rm depends  on a characterist ic  unobservab le  to 
the  principal.  This characterist ic  (or type)  is the agent ' s  private informat ion  
and  de te rmines  his productivi ty.  We assume that  the agent  can only be o f  
two types:  high product ivi ty  or  low productivi ty.  In the second-bes t  cont rac t  
w i thou t  supervisors  the high product ivi ty  agent  obtains an informat ional  
rent  ~r. (For  an under ly ing s t ructure  yielding this result,  see Ba ron  and 
M y e r s o n ,  1982, or  Laf fon t  and Tirole,  1986.) We assume that  the agent  has 

2 We do not allow the principal to sell the firm. We thereby limit ourselves to contracts which 
maintain the principal as the residual claimant of the vertical structure. 

3 The use of supervisor(s) may not be the only way for the principal to achieve better control 
of his agent. In some cases, it is not even feasible as in the case of relationships between doctors 
and patients, lawyers and clients, advisors and Ph.D. students. The principal may also duplicate 
the agents to get more information. This method, however, may be very inefficient. A typical 
example is the regulation of a private firm (agent) characterized by increasing returns to scale. 
The existence of competition can reduce the incentive problem (see Hart, 1983; Scharfstein, 
1988; and Hermalin, 1992) but some of the benefits of scale economies will be wasted. Our 
model studies the efficiency of using a third party (supervisor) to lessen the information 
asymmetry problem. It is then assumed that other institutional arrangements are not feasible. 
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limited liability and the contract must award him a non-negative payoff in 
any state of the world. 

To reduce the informational rents of the high productivity agent, the 
principal can employ a self-interested supervisor at cost W. We assume that 
the supervisor cannot buy the right to audit. He  can be subject, though, to 
negative transfers if he is caught lying. The supervisor learns the agent's 
private information without mistakes and obtains verifiable evidence. His 
repor t  to the principal, however,  can differ from his observation. If he can 
gain by manipulating the report  and the agent agrees, he will do so. We 
require that the agent collaborates in manipulating the information to avoid 
cases in which the auditor can ' frame'  the agent. The supervisor can gain by 
manipulating his reports because the agent can give him a conditional 
side-transfer (a bribe, B). The agent may share his rent 7r to get the auditor 
to present false information to the principal. 

To  prevent  collusion, the principal could match the agent's bribe with a 
reward R. This solution does not improve the principal's payoff. Since the 
agent will lose 7r if reported to the principal, he will be willing to pay up to 
7r to the auditor to present a false report.  To discourage the auditor from 
doing that,  the principal will have to match the bribe and pay ~r to the 
auditor when his report  extracts the agent's rents. This is a 'bounty-hunter '  
scheme where the auditor obtains all the informational rents from the agent 
(see Kofman and Lawarr6e, 1993). 

Another  strategy to prevent collusion is to hire a second auditor at cost 
W. This auditor is similar to the first. He  is self-interested, learns 
perfectly the agent's private information, obtains verifiable evidence, and 
can manipulate this evidence with the help of the agent to give the 
principal a false report .  As the first auditor, he cannot pay for the right 
to audit but can be subject to negative transfers if caught lying. The way 
in which a supervisor can be caught lying is that the two reports disagree. 
The  truth-teller will have evidence to verify his report  while the liar will 
not. When this is the case, the principal can apply a non-pecuniary 
punishment  (P) on the lying supervisor. When two supervisors participate 
in the contract,  the reward for the principal is not only from extracting 
the rents from the agent but also from potentially uncovering the false 
report  of the other  supervisor. 

We are interested in situations where the principal uses the auditors, 
therefore  we will assume that their cost is sufficiently low, i.e. 2W ~ 7r. 

We assume that the agent has all the bargaining power in his negotiation 
with the auditors. He is the only one who can commit to a side-transfer so 
he can make a conditional take-it-or-leave-it offer. He  can offer any bribe 
he wants, but he will never offer bribes that add to more than his rent. (His 
Nash threat  payoff is zero, so he will not go below that.) 
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We assume that the punishment to the colluding supervisors (P) cannot 
exceed P. P is the modeler's reflection of social practices. We want to 
determine the minimum value of P which could prevent collusion. 

We assume that the reward for the auditors (R) is lower than the rent ~r. If 
R exceeded 7r, the agent and the supervisor might collude and share the 
surplus of the coalition R -  ~'. Note that by reporting truthfully the 
supervisor allows the principal to recover rr, then it is reasonable to assume 
that R must be bounded above by 7r. We also assume that the reward is paid 
only to the supervisor uncovering collusion between the agent and the 
supervisor. Therefore, a supervisor reporting detrimental information about 
the agent does not necessarily collect a reward. We have analyzed a model 
where this assumption does not hold elsewhere (Kofman and Lawarr6e, 
1993). 

Summarizing: the timing of the game is: 
(1) Nature draws a type for the agent. The high productivity type agent 

obtains a rent of zr > 0, the low productivity agent obtains no rent. 
(2) The principal sends the two supervisors simultaneously under a 

contractual agreement that specifies transfers as a function of their reports. 
When the agent is high productivity, the transfers would be: 

High prod. report 
Low prod. report 

High prod. report 

0,0 
- P , R  

Low prod. report 

R, m e  

0,0 

(If the auditors' reports differ, the principal will reward the truth-telling and 
punish the liar.) 

(3) Both supervisors observe the agent's type. 
(4) The agent can commit to side-transfers to the supervisors conditional 

on their reports. 
(5) Both supervisors report simultaneously. 
(6) Transfers and side-transfers are realized. 

A simple solution involving a prisoner's dilemma 

When the principal sends both supervisors simultaneously, if P > zr/2, he 
can make the two supervisors play a prisoner's dilemma. Each supervisor 
can choose between reporting truthfully or lying. The payoff matrix is: 

Supervisor 1 Report truth 
Lie 

Supervisor 2 
Report truth Lie 

0,0 
B - P , R  

R , B - P  
B ,B  
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To  guarantee  that the outcome (report  truth, report  truth) is a Nash 
equil ibrium, we need P >/B. This condition is easily verified since B ~< ~-/2 
(by the agent individual rationality constraint) and since P can be greater  
than 7r/2 (-fi > 7r/2 and P ~~) .4  

To  guarantee  that the outcome (lie, lie) is n o t  a Nash equilibrium, we 
need R > B. Since B ~< rr/2, R > ~-/2 will do the job while respecting the 
principal 's  budget  constraint (R ~< ~r). 

Therefore ,  if those two conditions are satisfied (P/> B and R > B), the 
principal always gets a truthful report .  This mechanism seems to be 
ext remely  powerful.  The  only (mild) assumption we need to make  is that the 
punishment  imposed on a supervisor who accepts a bribe be slightly higher 
than the bribe. 

If a pr isoner 's  d i lemma is so efficient, one might wonder  why this type of 
mechanism is not observed more  frequently in the real world. Restrictions 
on the values of P or R do not seem to be the cause. Rather ,  the cost of 
doubling the supervisory function appears  to be a more  serious problem. 5 
Such an increase in the number  of regulatory agencies or IRS auditors, for 
instance, might not be financially feasible. In that case, the interesting 
question is whether  a collusion-free outcome will remain an equilibrium 
when the principal sends a second supervisor with some probabili ty (call it 
Y) less than one. Intuition suggests that, if P can be increased, y can be 
decreased proportionally.  And,  indeed, casual observation of the real world 
shows that a supervisor caught accepting a bribe suffers a punishment  much 
higher than was the bribe itself. The limited financial liability of the 
supervisors can easily be overcome by using non-monetary  punishments,  
ranging f rom loss of face to imprisonment .  

In the next section we study a game where the supervisors are not sent 
s imultaneously to audit the agent. We explore the possibility of sending the 
second one with a probabili ty less than one when P is allowed to grow. 

3. Sequential sending of supervisors 

Let  us call our  two potential  supervisors S a and S b. Note  that the principal 
is completely  indifferent between sending either supervisor in the first place. 
Therefore ,  let us say, without loss of  generality, that he sends each with 

4 Indeed, it is reasonable to assume that the maximum punishment can be higher than the 
bribe. 

5 If this game is repeated, collusion is also more likely (see Kreps et al., 1982). Also, as in 
any prisoner's dilemma, communication between the two supervisors must be prevented. This 
assumption seems reasonable when the principal has a very large pool of supervisors available 
(government, large corporation, etc.). 
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probability 1/2. We also assume that the principal does not tell the 
supervisors whether they are the first or second. More generally, we will call 
~the probability of telling the second supervisor his position. So, here, we 
assume that s c = 0. 

At this point, it is useful to recall the timing of our game. 
Assume that Nature has drawn a type of agent such that this agent can 

earn a positive rent (~- > 0). The type is the agent's private information. (If 
Nature  draws a type of agent such that 7r = 0, the timing is similar, but no 
bribing occurs.) 

(1) The principal randomizes and sends the first supervisor who observes 
7 r > 0 .  

(2) The agent offers a bribe B I to the first supervisor. The agent can 
commit  to B 1. The principal cannot observe B~. 

(3) (a) If the supervisor refuses the bribe, he reports that 7r is positive. 
The agent gets no rent. End of the game. (b) If the supervisor accepts the 
bribe, he receives B~ and reports 7r = 0. 

(4) The principal sends the second supervisor with probability T, which is 
common knowledge. 

(5) The agent offers a bribe B 2 to the second supervisor. The agent can 
commit  to B 2. The principal cannot observe B 2. 

(6) (a) If the second supervisor accepts the bribe, he reports that ~-= 0. 
The two supervisors keep their bribes and the agent collects 7r. End of the 
game. (b) If the second supervisor refuses the bribe, he reports ~-> 0 and 
collects R. The first supervisor keeps his bribe, but is punished with P. The 
agent loses the bribe to the first supervisor and does not collect ~-. The 
principal collects 7r and pays the reward to the second supervisor. 6 End of 
the game. 

The equilibrium concept we will use is the Perfect Bayesian Equilibrium 
(Fudenberg and Tirole, 1991). Loosely speaking, the strategies chosen by 
each player must be their best response to the other player's strategy, and 
their posterior beliefs are derived from their prior beliefs using Bayes'  Rule. 
In this game, the agent must choose the amount  of the bribes (B 1/> 0 and 
B 2 ~ 0 )  and the supervisors must decide whether to accept the bribe. This 
game is played conditional upon a fixed strategy of the principal. This 
strategy is characterized by the parameters T, R, P and ~. The fixed strategy 
of the principal should be feasible, i.e. belong to a strategy_set described by 
means of the following constraints: R ~< ~r, 0 ~< y ~< 1, P <~P, 0 ~< ~: ~< 1. 

When a supervisor must decide whether to accept or reject a bribe, it is 
very important for him to know if he is the first or the second supervisor. 
Suppose, for instance, that he knows that the first supervisor has already 

6 R e m e m b e r  that we assume that the principal does not  collect the punishment  P (because it 
takes  the form of a jail te rm,  for instance).  
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accepted a bribe. In that case, he would simply compare the bribe offered 
by the agent with the reward he could get from the principal by denouncing 
the first supervisor. However, if he knows he is the first supervisor, his 
action will depend on his beliefs about the likelihood of the second 
supervisor accepting the bribe. 

The probability of being called as the first supervisor is 1/2. Recall that 3, 
is the probability of the principal sending a second supervisor when the first 
has reported that ~" = 0. Call /3 the probability that the first supervisor 
colludes. 

Then,  the probability of being called as the second supervisor is (1/2)/3y 
and the probability of being called as a supervisor is (1/2)(1 +/3`/). 

It is useful to remember that we assume that auditing is perfect. When a 
supervisor is sent to audit the agent, he immediately knows the agent's 
characteristic. 

Now, using Bayes' Law, a player can compute the probability of being the 
first supervisor given that he has been called. For instance, A could 
compute: 

prob (A is called lst) 
Prob (A is lst lA was called) - prob (A is called as supervisor) " 

The probability of being the first supervisor given 'called' is then (1/2)/ 
[(1 +/3y)/2]  = 1/(1 +/37) and the probability of being the second supervisor 
given 'called' is/3-//(1 +/3-/). 

Note that these two probabilities are intuitive results. Suppose/3 = 0 (the 
other supervisor never accepts the bribe); then, when a supervisor is called 
he knows he cannot be the second supervisor since the first supervisor would 
already have refused the bribe and denounced the collusion. 

In order to find an equilibrium, we now have to compute the expected 
payoff of a supervisor (recall that the two supervisors are identical) who is 
considering whether to accept or to reject a bribe: 

expected payoff (refuse) 
W + /3y 

1 + fly 1 + fly (R + W) 

fly 
= W + R 1 + fl-------y " (1) 

The intuition is as follows. If he is the first player, then, by refusing the 
bribe, he will not get any payoff in excess of his wage W. However, if he is 
the second player, he can also get the reward (R) since the first supervisor 
has cheated. 
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1 
expected payoff (accept) - 1 +/33, {W + (1 - 3,)B~ 

+ 3,[/3B 1 + (1 - / 3 ) (B ,  - P)]} 

/33, 
+ ~ (W + B2) 

B 1 +  /33,B 2 p ( 3 , ( 1 - / 3 ) ~  
= w +  1+/33, \ 1+/33, / "  (2) 

If he is the first player, he will get the bribe (B~) if the second supervisor 
also accepts the bribe. However ,  if the second supervisor refuses the bribe, 
the first player will be punished (P) by the principal. On the other  hand, if 
he is the second player, he is certain to get the bribe. 

The decision rule of both supervisors is to compare (1) and (2), choosing 
the higher one. A supervisor will refuse the bribe if 

W + R  > W +  1+/33, \ 1+/33, ' (3) 

which implies 

R/33, > (B 1 +/33,B2) - -  P3,(1 - / 3 ) .  (4) 

We will restrict our attention to the case where, in equilibrium, /3 equals 
zero or one. Each supervisor is sure that the other supervisor either will 
never collude or will always collude. Other  possible equilibria would require 
the use of mixed strategies by both players. This restriction rules out 
semi-separating equilibria as well. 

In pure strategies, we must also consider two possible kinds of equilibria. 
If B 1 = B2, we have a pooling equilibrium. If B 1 # B2, we have a separating 
equilibrium. For this type of equilibrium we must consider whether the 
agent can credibly reveal or signal to each supervisor his position. Note that, 
in this case, true signaling must be optimal ex post as we assume that the 
agent cannot commit to truthful revelation of the supervisors' position. We 
begin by considering the case of a pooling equilibrium. 

Since this game has several equilibria, our approach is to find out if the 
principal has a feasible fixed strategy such that no bribe is accepted in equilib- 
rium. 

Definition. For a given fixed strategy of the principal, the game's equilibrium 
set is called collusive (or a collusion equilibrium set) if it contains at least a 
collusion equilibrium, i.e. an equilibrium in which a bribe is accepted by a 
supervisor with positive probability. 
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3.1. Pooling equilibrium 

A first equilibrium can be found when prior beliefs (with respect to /3)  are 
zero for both  supervisors: each supervisor thinks the other will never  accept 
a bribe. With /3 = 0 an equilibrium would require: 

B < P y .  (5) 

In other  words, if the expected punishment is higher than the bribe, a 
situation where nobody colludes is a Nash equilibrium. Note  that if P is not 
bounded  above,  we can get a collusion-free equilibrium with y (the 
probabil i ty of  sending a second supervisor) arbitrarily close to zero. 

An equilibrium where both supervisors accept the bribe (i.e. /3 = 1) will 
occur if 

Y 
B > R 1 +-----y (6) 

In order  to apprehend the intuition behind this formula,  consider the case 
where  y = 1 (when the principal receives a report  f rom his first supervisor 
saying that  the agent has repor ted his true characteristic, he always sends a 
second one). In this case, the condition is B > R / 2 .  Each supervisor 
compares  the bribe with his expected reward,  equal to R/2  since he has one 
chance in two to be the second supervisor. 

The  above two equilibria are not incompatible.  Conditions (5) and (6) 
could be simultaneously satisfied. The outcome would depend only on the 
prior  beliefs of both supervisors. However ,  for the supervisors, the equilib- 
r ium where /3 = 1 is Pareto dominant.  They would be bet ter  off since 
W < W + B. This would then be the expected e~uilibrium outcome.  The 
question becomes:  Can the principal find a feasible fixed strategy to prevent  
the collusion pooling equilibrium? 

We obtain the following proposition: 

Proposition 1. When ~ = O, (i) the principal cannot prevent a collusive 
(pooling) equilibrium set. (ii) Moreover, the collusion pooling equilibrium 
Pareto dominates (for the agent and the supervisors) the other non-collusion 
pooling equilibrium. 

Proof. (i) Suppose that the collusion equilibrium can be prevented.  In a 

7 With no restriction on the values of P and R, the task of the principal would be easy. He 
could choose R-~o% p---~ 0Q and ~/---~ 0 (P going to infinity faster than 3' goes to zero, and R 
going to infinity more slowly than y goes to zero). Then, the only possible equilibrium is/3 = 0 
(nobody colludes), and, since 3' ~ 0, the principal almost never wastes money sending a second 
supervisor. 
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pool ing  equi l ibr ium,  the  br ibe  has to be  the  s ame  for  bo th  supervisors ,  B 1 = 

B 2 = B. T h e  agent  will then  accept  to pay  B(1 + y)~< ~" or B ~< 7r/(1 + y) .  
So the  m a x i m u m  br ibe  that  the agent  is willing to pay  is B max = "n'/(1 + T).  
R e m e m b e r ,  to col lude,  a superv isor  mus t  get at least  B m i n =  R[y/(1 + y)] ,  
and  not ice  tha t  n min is i n d e p e n d e n t  of  P. E v e n  if the pun i shmen t  is large,  it 
does  not  affect  the decision to collude.  

T h e  col lusion equi l ibr ium will be  avoided  if B m a x <  B min, i.e. if 

7"r y 7r 
1+ y < R  l i - ~ < Y  ~1.  

H o w e v e r ,  since it is a s sumed  that  R ~ ~r, then  rr/R >! 1; so we have  a 
cont rad ic t ion .  8 

(ii) T h e  collusion equi l ibr ium is Pa re to  dominan t  for  the  agent  and the 
superv i sors  since the o the r  (non-col lusion)  equi l ibr ium drives all the p layers  
d o w n  to their  r e se rva t ion  utility (0 for  the agent  and W for  the 
supervisors) .  []  

T h e  result  o f  Propos i t ion  1 is s o m e w h a t  surprising since it still holds when  
an infinite p u n i s h m e n t  is avai lable .  

3.2. Separating equilibrium 

A sepa ra t ing  equi l ibr ium arises when  the supervisors  are i n fo rmed  abou t  
the i r  posi t ion.  This  s i tuat ion could arise e i ther  (i) because  the agent  in forms  
the  superv isors  by offer ing dif ferent  br ibes  to the first and second super-  
visors;  or  (ii) because  the  pr incipal  informs the supervisors  (¢ = 1). 

Case (i): the principal does not inform the supervisors about their position 
(~ =0). 

In  this case a separa t ing  equi l ibr ium will exist only  if the agent  in forms  the 
superv isors  abou t  their  posi t ion.  H o w e v e r ,  in tha t  case,  no collusion 
sepa ra t ing  equi l ibr ium exists,  as shown in the fol lowing propos i t ion .  The re -  
fore ,  it is not  in the interest  of  the agent  to in form the supervisors .  

Proposition 2. When ~ = O, a collusion separating equilibrium does not exist. 

Proof. In a equi l ibr ium w h e r e / 3  = 1, br ibes  must  satisfy individual  rat ional i -  
ty cons t ra in t s  for  the two supervisors :  B~/> 0 and B 2 ~> R. In addi t ion,  they  
mus t  satisfy incent ive  const ra in ts  for  the agent .  This  requi res  that  the agent  

8 When the principal chooses 3' = 1 and ~r = R, a supervisor with prior beliefs/3 = 1 would be 
indifferent between accepting the bribe or refusing it. Strictly speaking, collusion would still be 
a Nash equilibrium of this game. As we stated before, it is also much more likely because it is 
Pareto dominant for the supervisors. 
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has no incentive to tell the first supervisor that he is second: B~ ~< B 2. Also it 
requires that the agent has no incentive to tell the second he is the first: 
B E ~ B 1. Together ,  these (separating) conditions imply B 1 = B 2 and B~ + 
B 2/> 2R. It is then cheaper for the agent to induce a pooling equilibrium 
with B~ = B E = B = RT/(1 + 7). [] 

Therefore ,  if the principal does not inform the supervisors about their 
position (~: = 0), the agent will not either, and a pooling equilibrium will 
result. Since the pooling equilibrium is likely to involve collusion, the 
principal may decide to inform the supervisors (£ = 1) if this helps him deter 
collusion. 

Case (ii): the principal does inform the supervisors about their position 
( ~ = 1 ) .  

It is straightforward to establish 

Proposition 3. When ~ = 1, the equilibrium set is collusive, i.e. the principal 
cannot prevent a collusion separating equilibrium. 

Proof. The second supervisor colludes if B 2 >~R. The first supervisor 
colludes if B~ 1> 0 and B 2 >I R. The agent finds it profitable to bribe the first 
supervisor if B 1 + "fB E ~< "n" and the second supervisor if B 2 ~< 7r - B 1 . This 
second condition is stronger than the first one. To prevent collusion, it is 
necessary that R > 7r, which is not feasible for the principal. [] 

Propositions 1, 2 and 3 yield counterintuitive results. Under  assumptions 
we found reasonable (mainly R ~< zr), the principal could not prevent a 
collusive equilibrium set 9 whatever the punishment was. This surprising 
result stems from the fact that, in a collusion equilibrium, the supervisors do 
not have to worry about the punishment since they will never have to bear 
it. In the next section we show that the principal can overcome this problem 
by introducing some asymmetric information. The principal can indeed 
choose the probability of telling the second supervisor whether or not he is 
second strictly between zero and one, i.e. ~ E (0, 1). 

Note  that the result of Propositions 1, 2 and 3 (impossibility of deterring 
collusion) is a knife-edge result. Letting the principal use an R > ~ would 
break it and imposing an R < 7r would reinforce it. Our  point is, therefore,  
not  to claim the generality or robustness of this result, but simply to 
highlight the dramatic effect of introducing imperfect information. 

9 Remember that a collusive equilibrium set may also include a non-collusive equilibrium. 
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4. The solution 

C o n s i d e r  the  scheme  w h e r e  with p robab i l i t y  £ the  p r inc ipa l  in fo rms  the  
s e c o n d  supe rv i so r  tha t  he is such (£ E [ 0 ,  1]). ~°'11 s~=0  impl ies  the  un-  
i n f o r m e d  superv i so r s  m o d e l  and  ~: = 1 the  i n f o r m e d  superv i sors  mode l .  

Proposition 4. By choosing the probability of  telling the second supervisor 
whether he is second or not strictly between zero and one, the principal can 
prevent the collusion equilibrium (i) if  R > 7r/ (I + y - ~Y), which prevents 
the separating equilibrium, and (ii ) i f  

rt rr - -  (~-_+ P)T~'~ 
R > m a x  1 + 7 '  y (1  - ~) J '  

which prevents the pooling equilibrium. 

T h e  res t  of  this  sec t ion  will p rove  P r o p o s i t i o n  4. Subsec t ion  4.1 dea l s  wi th  
the  s e p a r a t i n g  equ i l i b r ium and Subsec t ion  4.2 wi th  the  poo l ing  equ i l i b r ium.  

4.1. The separating equilibrium 

T o  d e t e r  the  col lus ive  s epa ra t i ng  equ i l i b r ium,  we need  to  have  tha t  

R > rr /(1 + 7 - ~Y). 

Proof. W e  look  for  necessa ry  cond i t ions  for  a s e pa ra t i ng  equ i l i b r i um to 
p reva i l .  C lea r ly ,  B~ and  B 2 mus t  be  ind iv idua l ly  r a t iona l  for  the  superv i so rs ,  
i .e .  

B 1 >10 and  0 2 I > R .  ( IR)  

N e x t ,  B 1 and  n 2 m u s t  sat isfy incen t ive  compa t ib i l i t y  cons t ra in t s  for  the  
agen t .  M o r e  prec i se ly ,  t he re  a re  two cases  here :  e i the r  B1/> R o r  B~ < R. 

(i) B~ < R. T h e  agent  has  no  incen t ive  to tel l  the  first supe rv i so r  tha t  he is 
t he  s e c o n d  if 

- B l - "yB 2 ~ 77" - B 2 - TB 2 , ( IC1) 

which  is obv ious ly  equ iva l en t  t o  B 2 ~> B 1. 

10 The first supervisor is never told. 
11 At this point, we assume that the principal can commit to such a scheme. However, since 

we will show that the first supervisor never accepts a bribe in equilibrium, the principal is 
indifferent between telling the second supervisor about his position or not. 
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The agent has no incentive to tell the second supervisor that he is the first 
(taking into account the probability that the second supervisor can turn the 
agent in) if 

- -  B 1 - B 2 >/77" - B 1 - (1 - ~ ) B  1 - ~ ' / r  , (IC2) 

which is equivalent to 

B 2 ~ (1 - ~ ) B  1 + ~ 7 r .  

Since B 2 I> R, then necessarily 

R - ~Tr 
- - ~ < B 1 ,  1 - ~  

and finally 

TR + - -  

Thus,  if 

R - ~:zr 
- i - - ~  ~<Bl + r O e "  

R - ~Tr 
 <TR+ 1---z-U, (*) 

the agent's expected payoff is negative, meaning that the strategy (B1, B2) is 
not optimal for the agent, who should not induce such a separating 
equilibrium. Condition (*) is equivalent to R > ~-/(1 + T - ~:T). 

(ii) B~ I> R. Conditions (IC1) and (IC2) then boil down to B 1 ~ B 2 and 
B 2/> B~, since the second supervisor accepts the bribe, even if he is 
informed by the principal. Thus, B1 = B 2 and B~ + B 2 I> 2R. Then,  if 

R > 7r/2,  (**) 

such a strategy is not a best response of the agent. 
Condit ion (*) is stronger than (**). [] 

4 .2 .  T h e  p o o l i n g  e q u i l i b r i u m  

Two types of strategy profiles which could be candidates for a collusion 
pooling equilibrium have to be considered: 

(1) The bribe to both supervisors is R : B  1 = B 2 = R .  

Bribing will be unprofitable for the agent if R(1 + T) > zr or R > ~-/(1 + 
T). 

(2) The bribe to both supervisors is B : B  1 = B 2 = B < R .  Note that B must 
r a i n  be greater  than or equal to B , the minimum bribe required by an un- 

informed supervisor, otherwise no supervisor will accept the bribe. The ap- 
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pendix computes B rain and shows that setting R I> [~r - (zr + P)y~:]/[7(I - ~:)] 
makes it unprofitable for the agent to offer any B/> B rain. 

In summary, the conditions to prevent collusion are: 
[1] R > ~/(1 + 1 / -  £y) (to prevent the separating equilibrium). 
[2] R > 7r/(1 + y)  and R > [~" - (Tr + P ) y ~ ] / T ( 1  - ~)  (to prevent the pool- 

ing equilibrium). 
Notice that conditions [1] and [2] can be simultaneously satisfied with 

0 < £  < 1, 0 < 3 ,  < 1 and R~< 7r if P is large enough. On the other  hand, 
these conditions cannot be satisfied if P is zero or £ is zero or one. 

The  main results of this section can be summarized as follows. Introducing 
a £ E (0, 1) has remarkable consequences in our model. While the collusion 
equilibrium cannot be prevented and is likely to occur when £ = 0 or 1 (even 
with unbounded penalties), we found a more reassuring result when £ E 
(0, 1). In that case, the collusion equilibrium can be prevented for suffi- 
ciently high P. 

S. Conclusions 

In this paper  we show that the prisoner's dilemma can be a powerful tool 
when used to deter collusion between two supervisors with the same 
information. We also ask if the principal could achieve the same result when 
the second supervisor is sent with a probability less than one. Then we show 
that,  under  reasonable assumptions about the size of punishments and 
rewards, the principal could deter collusion only by 'creating' a new type of 
supervisor. By s o m e t i m e s  revealing to the second supervisor his position, the 
principal makes bribing unprofitable for the agent. The intuition is that a 
supervisor who knows he is the second also knows that the first supervisor 
has colluded. He can therefore receive a reward by telling the truth, and will 
require a bribe that the agent cannot afford to pay. 

An interesting application of this model concerns organizations for which 
outside audits are not feasible. An example would be the Internal Revenue 
Service (IRS). A recent Congressional committee investigated misconduct 
(bribing, cover-ups, etc.) by senior managers in the IRS (US Congress, 
1990). The Congresspersons recognized the difficulty of having outside 
auditors help in solving this problem. Indeed, IRS agents are not allowed to 
release tax return information outside the Treasury Depar tment  (Section 
6103 of Internal Revenue code). This makes it almost impossible for an 
outsider to the Treasury Depar tment  to investigate any suspicion of 
misconduct. Our model suggests a way to deter collusion even when outside 
audits are not feasible. 
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Appendix 

This appendix computes the value of B min, the minimum bribe required 
by an uninformed agent to collude, and derives the conditions that make it 
unprofitable for the agent to bribe both supervisors with B mi". 

We consider here a case where Brain< R. 
The following lemma is useful: 

Lemma .  In a pooling equilibrium, i f  B mi" < R, the informed second super- 
visor will not collude. 

Proof. This is obvious since the informed supervisor requires R to 
collude. [] 

Let  us now find first the consistent beliefs of the supervisors when 
0 < ~ < 1. The event of being told his position is denoted by T, and not told 
by NT. 

When a supervisor is called, he has the beliefs previously calculated about 
his type: 

Prob(lst[called) = 1/(1 +/33,) = P(1), 

Prob(2ndlcalled) =/33,/(1 +/3y)  = P(2). 

We now call these probabilities the prior beliefs of the supervisors. 
Once he is sent to the agent, he will either be told by the principal or he 

will not. In any case, he will update his prior beliefs. If he is told, he knows 
he is the second with probability one. If he is not told, using Bayes'  Rule,  
we can calculate: 

POINT) = P(1 and N T ) / P ( N T )  = P(1) /P(N)  

1 
1 +/33" 

= P(1) / tP(1)  + P(2)(1 - ~)] = 1 +/33"(1 - ~) 

1+/33" 
= 1 / [ 1 + / 3 y ( 1 -  ~) ] ,  
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/3T(1 - ~) 
P(21NT) = 1 - P ( l JNT)  = 1 ~-fl-~O - - ~ )  " 

In  o rde r  to find the decision rule of  the un in fo rmed  supervisor,  we will 
c o m p u t e  his expected  payof f  when  he accepts the bribe and when he refuses 
it. 

expec ted  payof f  (refuse) = W + P(2[NT)R 

~ ( 1  - ~ )  

= W  + l + f l y ( 1 - ~ ) R '  

expec ted  payof f  (accept)  = W 

+ P(IINT){(1 - y ) B  + 7(1 - ~)[ f lB 

+ (1 - / 3 ) ( B  - P)] + 7~:(B - P)} 

+ P(2INT)B. 

W h e n  the supervisor  is the first one ,  two cases are possible: e i ther  the 
principal  does  not  send a second supervisor  (with probabil i ty 1 - Y) and the 
first supervisor  gets the bribe B;  or  a second supervisor  is sent (with 
probabi l i ty  Y). This second supervisor  may  be informed (with probabi l i ty  ~) 
o r  un in fo rmed  (with probabi l i ty  1 - ~:). I f  he is un informed ,  he can collude 
with a probabi l i ty /3 .  On  the o ther  hand,  our  l emma has p roved  that ,  if the 
supervisor  is in formed,  he will never  collude in equil ibrium, a2 

Plugging in the value of  P( I [NT)  and P(2[NT) yields: 

7 - 7 /3(1  - ~ )  
expec ted  payof f  (accept) = W + B - P 1 + 7/3(1 - ~?)" 

A n  equi l ibr ium where  the un in fo rmed  supervisors do not  collude (/3 = 0) 
requires  

expec ted  payou t  (refuse)[ t~ = 0 ~> expected  payof f  (accept)[~ = 0 

yP.--> B .  

This condi t ion  is identical to our  previous one.  
A n  equi l ibr ium where  un in fo rmed  supervisors collude (/3 = 1) requires 

expec ted  payof f  (refuse)[~ = 1 ~< expected payof f  (accept)[ ~ = 1 

7(1 - ~')R ~ B[1 + 7(1 - ~:)1 - PTs ¢ • 

12 Although it is feasible for the agent to bribe the informed supervisor, it is not profitable for 
him to do so since the supervisor's type is unknown to the agent. 
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Again,  setting , = 0 would yield our previous condition. The important  
new feature  in this formula is the presence of P. Intuitively, with some 
positive probabil i ty (3"),  a second supervisor will be informed,  refuse the 
bribe and subject the first supervisor to the punishment.  Therefore ,  to rule 
out the equilibrium where the uninformed supervisor colludes, we need 

P > B [ I + 3 " ( 1 - ' ) ] - ( ~ - ~ )  " [*] 

If  P is assumed to be unbounded,  this condition can be fulfilled even if R is 
very small. The assumption of infinite punishment is, however,  unsatisfac- 
tory with respect to the real world. It is therefore interesting to check when 
this assumption is binding in our model.  

Since B m i n < R ,  when a second supervisor is informed,  he will always 
repor t  the truth. Now, both the agent and the first supervisor who accepted 
the bribe face a risk: the first supervisor might have to pay a punishment,  
and the agent might be required to refund 7r after he has already paid B. 
The  new individual rationality constraint for the agent is 

[1 + 3"(1 - , ) ] n  < 7r(1 - 3 ' , ) .  [**] 

It is now possible to determine the minimum value of P which can prevent  
collusion. Using condition [**], we can compute  the maximum bribe the 
agent  can offer in equilibrium: 

nmax _ zr(1 - 3")  < 7r. 
1 + T(1 - , )  

Rearranging condition [*] yields the minimum bribe an uninformed super- 
visor would require: 

Brain = 3"(1 - , ) R  -~- e3 '~  
1 + 3,(1 - , )  

An equilibrium where the uninformed supervisors collude with the agent 
will be prevented  if 

nmax zr(1 - 3",) 3"(1 - , )R + PT, = nmin 
- 1 + 3 " ( 1 - , )  < 1 + 3 " ( 1 - , )  

~- - (Tr + P ) 3 ' ,  
¢:>R> 

3 ' ( 1 - , )  
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